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Abstract

Income tax evasion by small firms has been seldom investigated mostly be-
cause of lack of data. In this paper we use a large data set produced by the
Italian Revenue Agency for this project to analyse a recent policy to con-
trast business income tax evasion. Since 1998 Italy has adopted a method to
audit small businesses (Studi di Settore), which defines the probability of a
tax audit based on presumptive and reported levels of sales. In 2007 a letter
campaign was implemented by the Italian Revenue Agency aimed at reducing
manipulation of reports by threatening that if the “anomaly”was repeated
with the 2008 tax declaration, the probability of a thorough tax audit would
have drastically increased. By using difference in difference with matching
methods on a sample of about 50,000 treated firms and 95,000 controls, we
find that the letter campaign had a positive and statistically significant av-
erage effect on treated firms. A cost-benefit analysis of the policy suggests
that the letter campaign generated a net increase of revenues of about 140
million euros.

Keywords: Business Taxation, Tax Compliance, Coarsened Exact Match-
ing, Studi di Settore.

JEL: H26, H25, C13



1 Introduction

The literature on tax evasion has focused for long exclusively on individuals.
More recently, firms’ tax evasion has been the subject of a literature which
adapts the Allingham-Sandmo setup by assuming a profit maximising firm
that chooses the level of sales and evasion under the constraint of a costly
concealment technology. For large corporations this literature has been en-
riched embodying agency considerations (Crocker and Slemrod, 2005) and
the role of the tax specialists (Lipatov, 2012), showing that the cost of con-
cealment can be high. For small firms, concealment costs tends to be lower,
for instance because of smaller “whistleblowing threat” posed by firms’ em-
ployees (Kleven et al., 2009). These insights seem in line with some stylized
facts, namely the ”U-shaped” noncompliance rate for corporations relative
to their size (Slemrod, 2007) and the positive correlation between the size of
the shadow economy and the share of small firms in some OECD countries
(Greece, Italy, Spain). For these reasons, research into the determinants of
(small) firms’ tax compliance is relevant in policy terms.

Since 1998 Italy has adopted a method to audit small businesses (firms,
on which we focus here and professionals) known as Studi di settore (Sds).
Relating this to other audit methods known in the literature, Sds is rela-
tive audit rule as defined by Bayer and Cowell (2009), i.e. a rule where the
probability of audit of a particular firm depends on that firm’s observable
behaviour relative to others operating in the same market. However, Bayer
and Cowell (2009) assume that the probability is exogenous, while, within
Sds, the probability of audit depends on taxpayer’s reports. More precisely,
within Sds the probability of audit is increasing in presumptive and decreas-
ing in reported level of sales. The value of presumptive sales is obtained in
two steps. First, the Revenue Agency (RA) estimates the weighted average
productivity of a set of selected inputs within the economic branch of oper-
ation of the firm, using the information provided by a subset of firms whose
reports are deemed to be reliable. This yields a vector of estimated produc-
tivity parameters. Second, the value of inputs is reported by the taxpayer
and presumptive sales are obtained through multiplication of the vector of
productivity parameters by the vector of inputs. A firm whose value of re-
ported sales is not lower than the presumptive one is said to be congruous and
is less likely to be audited. However, as the vector of productivity parameters
is known to the taxpaying firms at the time it is asked to report inputs, the
method is prone to manipulation by firms who can lower presumptive sales,
and thus audit probability, by underreporting the value of selected inputs.

For the period 1998-2005, the method was implemented by the Italian RA
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without paying much attention to this manipulation bias. As a result, the
frequency of discrepancies between reported and presumptive sales decreased
remarkably through time, and this was interpreted, rather than as a sign of
increased compliance, as the direct consequence of the intense manipulation
activity1.

Since 2005, the RA has undertaken a number of administrative actions.
Among these, we consider the initiative known as Comunicazioni anomalie
studi di settore (Communications on anomalies concerning Studi di settore)
which was implemented in tax year 2007. It consisted in sending a let-
ter to 112,000 firms which allegedly manipulated their reports, according
to information available at the RA, informing them that some input data
they reported for tax year 2007 were seen as ’anomalous’ and that such an
anomaly, if not corrected for tax year 2008, would cause the inclusion of
the firm in a list of taxpayers to be audited. The campaign seemingly had
a remarkable impact on input reports. Overall, 71.7% of businesses which
received the letter did not report any anomaly in 2008, so that the campaign
was deemed successful in reducing manipulation. However, Sds is designed
to elicit truthful sales reports, and taxes are ultimately paid on profits.

The objective of this paper is to analyze the impact of the letter on sales
and profit reports, i.e on firms’ tax compliance. To do this, we first develop
a simple model of firm’s choice which is based on that by Kleven et al.
(2011). This model shows that, provided the letter increase the value of
reported inputs, it also generates an increase in reported sales, although the
likelihood and magnitude of such an increase depend on the convexity of the
probability function. On the empirical side, we examine the firms’ response
to the letter using a large data base of firms’ tax reports produced by the RA
for this project. We observe data of 51,000 firms in year 2007 and 2008, i.e.
immediately before and after the letter was sent. We are also given analogous
data for the same sample of firms relating to 2006 tax year and a random
sample of 95,000 non-treated firms, which we use as controls upon applying
statistical matching techniques conditioning on observable characteristics in
2006, before the campaign was implemented.

Results provide evidence of a strong and significant average effect of the
letter on treated firms’ input reports, a relatively smaller effect on sales and
a significant effect on reported taxable profits. A back-of-the envelope calcu-
lation suggests that, on average, reported taxable profits without the letter
would have been lower by approximately e7,200 per firm which corresponds

1In an internal document of the RA,available (in Italian) at http://www1.

agenziaentrate.gov.it/ufficiostudi/pdf/2004/triathlon/_studi_settore.pdf

this practice of manipulation was described as lowering the crossbar in a pole vaulting
exercise.
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to approximately 160 millions of taxes on the entire population of treated
firms. These absolute numbers should be contrasted to the low administra-
tive costs of the campaign and they suggest a net positive revenue of the
adopted policy. Moreover, results appear to be consistent with the theo-
retical model, providing evidence that changes in the perceived probability
of audit influence compliance by small firms. This paper contributes to the
existing literature analysing the effect of similar “threatening” letters on tax-
payers behaviour, presenting mixed results. For instance, Blumenthal et al.
(2001) and Slemrod et al. (2001) find almost-negative impact and whereas
Fellner et al. (2009) and Kleven et al. (2011) find positive direct impacts
and Pomeranz (2012) finds positive but indirect impacts on firms that are
involved in a VAT chain with the firm receiving the letter.

The paper is organized as follows. Section 2 summarizes the related
literature. Section 3 describes Sds-based probability of audit and Section 4
derives some theoretical insights by modelling the letter campaign as a change
in the probability of audit perceived by taxpayers. Section 5 is devoted
to data description, while Section 6 describes the empirical approach and
presents main results. Section 7 discusses results and provides some some
calculations on cost and benefits of the adopted policy.

2 Related literature

In recent years, a number of papers have been written on the impact of
letters sent by Tax Agencies to enhance compliance. The reliance on field
experiments is indeed mentioned as an element of the credibility revolution
in the empirical analysis of tax evasion (Slemrod and Weber, 2012). The
Minnesota experiment, illustrated in Blumenthal et al. (2001) and in Slem-
rod et al. (2001) is the starting point of this literature. The purpose of this
experiment was to test the impact on compliance of three different kind of
letters: a ’warning’ letter and two letters appealing to ’tax morale’ arguments
(Support Valuable Services and a Joint the Compliant Majority letters). In
the first of these, a sample of 1700 taxpayers (treated sample) who filed a
tax return for year 1993 was randomly extracted from the population of Min-
nesota taxpayers. Taxpayers included in the treated sample received a letter
warning them that their tax returns for year 1994 would be ’closely exam-
ined’. Their reporting behaviour was then compared to that of a control
sample formed by approximately 23,000 taxpayers extracted from the pop-
ulation of Minnesota taxpayers. Main results of this experiment are overall
quite deceptive. A partially significant positive impact of the letter in terms
of average reported incomes (and taxes) for some of the subgroups, namely
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those with low and average incomes, is offset by a very low impact among
taxpayers whose opportunity to evade is low and even a significant negative
impact of the letter on average reported incomes (and taxes) for the group
of high-income taxpayers. Moreover, there is a lack of significance of almost
all regression coefficients in both samples.The impact of the two letters ap-
pealing to ’tax morale’ arguments was also overall negligible according to
Slemrod et al. (2001).

After Minnesota experiment, the use of letters to enhance compliance has
been the subject of various studies. In Fellner et al. (2009) different kinds
of letters were sent to potential evaders of TV license fees. The deterrence
effect was found to be strong for letters threatening a higher detection prob-
ability, but not significant for letters appealing to “tax morale” arguments
or imparting information about others’ behaviour. In Kleven et al. (2011)
the results of a two-step experiment conducted on Danish taxpayers are an-
alyzed. In the first step, taxpayers are divided into 2 groups: a first who
is audited on their tax returns for tax year 2006 without being previously
alerted and a second group who is not audited. In the second part of the
experiment, which concerns tax returns for tax year 2007, dependent work-
ers belonging to both groups are divided into 3 new groups: a first group
of taxpayers who receives a letter stating that they will surely be audited
(100%-letter); a second group who receives a letter stating that they will be
audited with a percentage of 50% and a third group who does not receive
any letter. Limiting our attention to the results concerning the impact of the
letters on income reported in the second experiment. The main finding of the
paper is that such an impact is positive and significant, and, in particular,
that it is higher for employees who were not audited in the first part of the
experiment.

All these papers deal with the impact of letters on compliance by indi-
vidual taxpayers. A closer reference to our paper is Pomeranz (2012), who
looks at VAT compliance by Chilean firms. VAT is believed to facilitate en-
forcement through a built-in incentive structure that generates a third-party
reported paper trail on transactions between firms. Thus, increased tax en-
forcement on one firm may generate spillovers to its trading partners up the
VAT chain. The paper tests this self-enforcement hypothesis by means of two
experiments (Letter Message and Spillover experiments). Overall, these two
experiments show that for a given firm, the VAT paper trail acts as a substi-
tute to the firm’s own audit probability, and globally the paper trail acts as
a complement to the audit probability, since its effectiveness gets multiplied
through the spillover effects. Although the goal of these experiments is not
to measure the overall effect of the letter on firm compliance, it provides an
important test of the VAT self-enforcement hypothesis, which is relevant to
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understand firms’ compliance behaviour.

3 Description of Italian Sds

Since 1998, Italy has adopted Sds to audit businesses (firms and profes-
sionals) conducting an economic activity on a small scale, i.e. reporting an
annual volume of sales below e7,500,000. Sds can be seen as a method to
base the audit probability function on the comparison between presumptive
and reported sales2 To describe it, we first focus on the derivation of pre-
sumptive sales for each business and then on the characterization of the audit
probability function.

The RA collects information on structural variables (e.g., size of offices
and warehouses, number of employees, main characteristics of customers and
providers, etc.) and on accounting variables (mainly referring to the amount
and the cost of inputs). All these variables enter the formula to compute Sds
and we will call them Sds input (or simply input) for brevity.

Let us now use some notation for describing the Sds auditing scheme.
First of all, the RA, after dividing business sectors into C clusters and allo-
cating each firm to a single cluster, selects within each cluster c = {1, 2, ..., C}
the group of firms that it believes to be reliable, Rc ⊆ Ic, in year t, where
Ic is the subgroup of the total population I belonging to cluster c, where
∪Ic = I. Hence, it estimates c relationships:

yc,r,t−3 = β′c,t−3xc,r,t−3 + εc,r,t−3 (1)

r ∈ {1, ...Rc}, xc,r,t−3 is the J×Rc matrix of inputs at time t−3, yc,r,t−3 is the
value of sales reported by firm r at time t− 3, and εc,r,t−3 is an idiosyncratic
error of firm r, belonging to cluster c,in period t−3, respectively. βc,t−3 is the
J × 1 vector of unknown productivity parameters for cluster c, which – once
estimated by using standard regression techniques – is denoted β̂c,t−3. Finally,
the RA defines the J × Rc vector of productivity parameters coefficient at
time t as bc,t := β̂c,t−3.

Hence, presumptive sales for firm i belonging to the population of active
firms in cluster c and tax year t are calculated as ycit = b′ctxcit although
firms are also required to declare their level of sales ycit. Notice that reported
input (xcit) and sales (ycit) of firm i can differ from their true values, which
we denote by x̃cit and ỹcit, respectively. Clearly the RA does not know the

2For a more detailed description and analysis of SdS, see Santoro and Fiorio (2011)
and Santoro (2008).
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true value of inputs nor of sales and at most it can infer on their presumptive
values.

We write the cluster c−firm i’s perceived probability to be audited as

pcit (s(xcit, ycit)) (2)

where s is the signal reported by the firm to the RA, which is a function
of reported input and sales. At this stage we do not specify a functional form,
and we only assume that p is increasing in presumptive sales and decreasing
in reported sales.

The relationship between ycit,bct and xcit defines the congruity status of
the firm: a firm is said to be incongruous (incongrua) when ycit < b′ctxcit and
congruous (congrua) when ycit ≥ b′ctxcit, so that an incongruity dummy Dcit

for firm i in cluster c, in period t is defined as follows:

Dcit =

{
1 if ycit/b

′
ctxcit < 1

0 if ycit/b
′
ctxcit ≥ 1

(3)

To complete the description, a fundamental piece of information concerns
the timing of the game. For reasons discussed in (Santoro, 2008), Sds has
been designed so that bct is fully known when xcit is reported by firm i.
In practice, firms are asked to report input and sales values using a freely
downloadable software (known as Ge.ri.co), which contains full information
on the value of each element of bct. By using this software, any firm i ∈ c,
for all {i, c} can try different values of (xci, yci) to minimize expected tax
payments.

Typically, firms choose the vector of input to declare xci, and – using the
provided Ge.ri.co software – they assess the corresponding level of presump-
tive sales (b′cxci), which they need to declare to be congruous. At this stage,
firms can go back defining a different level of input to declare and assess how
much the presumptive level of sales would change and this procedure can go
on at the firms’ will, although a minimum feasible level3 of input values to
be reported can be assumed. It is a matter of fact that the distribution of
declared over presumptive input is highly concentrated around 1.

This input manipulation activity is the primary target of the letter cam-
paign that we examine in this paper. At the beginning of 2009, i.e some
months before issuing their tax reports referring to tax year 2008, approxi-
mately 112,000 businesses (firms and professionals) received a letter from the
RA informing them that:

3By minimum feasible level we mean a level implying a manipulation which is not too
costly to implement for the firm. Similarly to Cowell (2003) we assume that the cost is
convex in the level of manipulation (x̃− x) so that a minimum exists.
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a) some input reports (xji) they made for tax year 2007 were deemed to be
“anomalous”;

b) if this anomaly or a similar one was repeated for tax year 2008, i would
certainly be included in a list of firms to be audited.

The letter was sent only to all firms which, according to the information
available to the RA, allegedly manipulated input data in 2007. Firms that
had already been audited or that received similar letter prior to 2007 were
excluded from this letter campaign regardless of their behaviour.

4 The model

The purpose of this Section is to model firm’s choices and to provide some
possible interpretations of empirical results. The main literature on tax eva-
sion by firms assumes perfect competition and focuses on the choice of sales
given marginal costs and a fixed audit rule. More recently, Bayer and Cowell
(2009) assume that the audit rule is relative, so that the probability to be
audited for a single firm is conditional upon the tax declarations of other
(comparable) firms. Here we set up a simple model which can be seen as a
combination of elements coming from both these streams of literature. We
retain the idea of perfect competition and of fixed marginal costs, so that
the firm’s choice variable is reported output or, equivalently, sales. On the
other hand, the audit probability is relative since it depends on other firms’
reports as well as on input reports by the same firm. Thus, we assume a
two-step decision procedure by firms. First, we assume that the firm reports
the minimum feasible level of input values to reduce the value of presumptive
sales and, second, that it decides the value of sales (i.e. of output, for a given
competitive price) to report. Assuming risk neutrality and a model similar
to the one recently proposed (Kleven et al., 2011), and dropping subscripts
for notational convenience, a rational firm will declare the value of sales (y)
that maximizes its expected profit (πe):

max
y
πe(y) = [1− p(s(y))] [ỹ − τy] + p(s(y)) [ỹ(1− τ)− θτ(ỹ − y)] (4)

where τ is the proportional tax rate and θ is the unitary sanction, s(y)
is the value of the signal for a given level of inputs, x, ỹ is the true value of
sales.

The first order condition of problem (4) is[
p(s)−∂p(s)

∂y
(ỹ − y)

]
=1/(1 + θ). (5)
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The second order condition is

2
∂p(s)

∂y
− ∂2p(s)

∂y2
(ỹ − y) < 0. (6)

The second order condition puts some restrictions on ∂2p(s)/∂y2. Namely,
recalling that we assumed ∂p/∂y < 0 and noticing that (ỹ − y) > 0 for a
rational firm, at the optimum it must be that either ∂2p(s)/∂y2 is positive
or, if negative, that it is not smaller than twice the marginal probability with
respect to output relative to hidden output (i.e. ∂2p(s)/∂y2 > 2∂p(s)/∂y

(ỹ−y) ). To
keep things simple, we treat the signal as a linear function of reported and
presumptive sales:

s = bx− y (7)

which implies that ∂p/∂s > 0. Using (7) we can rewrite (5) as[
p(s) +

∂p

∂s
(ỹ − y)

]
=1/(1 + θ) (8)

Let us now introduce time in our problem, by adding a time subscript to
the same variables defined when they are not constant over time, and let us
assume that a firm which at time t had underdeclared its inputs receives a
shock at time t + 1, for instance a letter threatening an audit if inputs are
not correctly reported. Holding the vector of productivity coefficients (b)
constant over time, assume this shock induces the firm to alter the vector of
declared inputs so to increase its presumptive sales, i.e. xt+1> xt. What is
the reaction in terms of reported sales? By assuming that θ is constant so that
the right-hand side of equation (8) is also unchanged over time, the change
induced by the letter on the left-hand side of equation (8) must be equal to
zero. By writing ∂p/∂s = h(s) and assuming without loss of generality that
output is produced with only one input, the total differential of (8) is written
as [

∂p(s)

∂x
+ (ỹ − y)

∂h(s)

∂x

]
dx+

[
∂p(s)

∂y
+ (ỹ − y)

∂h(s)

∂y
− ∂p

∂s

]
dy = 0 (9)

Using (7) we rewrite (9) as

b

[
∂p(s)

∂s
+ (ỹ − y)

∂h(s)

∂s

]
dx+

[
−2

∂p(s)

∂s
− (ỹ − y)

∂h(s)

∂s

]
dy = 0 (10)

For an increase in reported inputs (dx > 0), as ∂p/∂s > 0, reported sales
have to increase (dy > 0) to satisfy (10) whenever ∂h/∂s ≥ 0, i.e whenever
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p is a linear or convex function of s. Thus, in these cases, provided that the
letter induces the firm to increase reported inputs, it will also induce the firm
to increase reported sales. Note that these cases are in line with restrictions
required by second order conditions examined above4. However, concavity of
p with respect to s is still admissible. In such a case, the impact of a dx > 0
is unclear, and consequently, we do not know a priori what is the sign of dy.

To wrap things up, provided that the letter determines an increase in
reported input, the letter is more (less) likely to induce an increase in reported
sales if the probability of audit is perceived to be convex (concave) in s.
Convexity may be associated with the congruity status of the firm. More
precisely, a firm which, before receiving the letter, is congruous, i.e. thinks
to be in a safe position may perceive the letter as a sharp increase in the
probability of audit. In such a case, the impact of the letter should be higher
for congruous firms.

5 Data description

In this paper we use a data set produced by the Italian RA for this project
with the aim of estimating the effectiveness of the letter campaign on declared
profit and sales. The data set contains a sample of over 51,000 treated and
one of nearly 95,000 non-treated firms, which we use as controls.

The sample of treated firms was randomly extracted from a population
of approximately 112,000 tax declarations issued by firms and professionals
who were suspected to have manipulated inputs in year 2007, according to
some indicators developed by the RA and not fully available to taxpayers
nor to us. For this sample we have information on:

a) a set of characteristics regarding location area (in five major areas, North-
West, North-East, Center, South, Islands), the business sector, the
accounting regime (ordinary or simplified);

b) data on costs of inputs, services, costs for purchased services, intermediate
goods, inventories, labour services, the number of dependent workers
distinguished into full time permanent, full time temporary workers,
family and non-family collaborators, as well as declared profit and sales;

c) the level of reported sales, the incongruity status, and the type of anomaly
recorded into 19 categories, provided by the RA and pointed out in the

4The derivative ∂2p(s)/∂y2 is equivalent to ∂g/∂y where g(s) = −h(s). Therefore,
the condition ∂2p(s)/∂y2 ≥ 0 corresponds to −∂h(s)/∂y = ∂h(s)/∂s > 0, i.e to weak
convexity of p(s).
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letter addressed to taxpayers.

The sample of controls is randomly extracted from a population of over
2.2 millions of firms which were not suspected to have manipulated inputs.
For all treated and selected firms we were provided a set of information re-
garding costs, inputs and other economic and financial variables of these
firms. Finally, the same information regarding the very same firms were pro-
vided also for the year before (year 2006) and after (year 2008) the treatment,
allowing us to build a balanced panel over three years.

Table 1 reports some descriptive statistics for the treated and control
sample separately, in 2006, the year just before treatment. Treated units are
more likely to be located in the South and the Islands and are more likely to
use standard accounting methods. Treated firms are also more likely to be
operating in the construction and in the trade sectors. As for inventories, it
clearly emerges that treated firms have much higher average levels of both
beginning and ending inventories, with higher sales but lower profits, while
differences in the size of the firms’ workforce seem negligible.

5.1 Some descriptives on inputs, profits and sales

Letters were sent by the RA to firms which allegedly manipulated some in-
puts. Although we do not know the exact algorithm used by the RA to select
treated firms, we know the type of anomalies identified by the RA. Manipu-
lation is detected by the RA in two ways, a direct and an indirect one. The
direct one is based on the observation of anomalous reductions of reported
inputs which, in turn, generate reductions in presumptive sales. Main ex-
amples of manipulable inputs are the value of capital capital goods and the
value of inventory costs or of inventory turnover5. To detect manipulation
of the inventories, the RA has presumably used the variable of change in
inventories, which is inflated by the taxpayer whenever corresponding inputs
(inventory costs or inventory turnover) are underreported 6. The indirect

5If inventories are equal to z at the beginning of a year, and to k at the end of the
same year, while the value of goods bought during the year amounts to m, inventory costs
are equal to z− k +m. The inventory turnover is a measure of how often the inventory is
sold, and can be measured, for example, by dividing the value of sales during the period
by the value of inventory at the end of the period (so called inventory turnover ratio)

6If inventories are equal to z at the beginning of a year, and to k at the end of the
same year the change in inventory during the year is equal to k − z. For a given value of
capital goods bought during the year, the higher the change in inventory, the lower the
inventory cost. On the other hand, for given z, the higher k is the lower is, by definition,
the inventory turnover
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method of detection is based on observation of some anomalous accounting
operations, most likely aimed at offsetting the negative impact on taxable
profits of underreporting inputs. In fact, inflating the change in inventories
reduces inventory costs, which are generally deductible, thus increasing tax-
able profits However, firms can increase the value of a peculiar accounting
variable, so called residual costs (costi residuali), which collects all costs re-
lated to no specific input, without much justification. We then group the
original 19 categories of anomalies identified by the RA into 4. They mea-
sure the change in inventories, the value of capital goods and the value of
residual costs, and a residual, which collects all anomalies which cannot be
inserted into any of these.

Table 2 presents the transition matrix for these four anomalies. On av-
erage, 71.7% of the firm which received the letter removed all anomalies in
2008, i.e. after receiving the letter. The last column reports the distribution
of treated firms between different types of anomalies. The diagonal shows
the persistency rate, i.e. the percentage of firms treated in 2007 which kept
the same anomaly in 2008. It can be seen that, on average, the overall per-
sistency rate, 28.3% is not far from the persistency rate within each type of
anomaly, except for the residual category, which we name “other”. This is
due to the fact that, for the three anomalies identified above, there are few
cases of firms which, after the letter, switched to another anomaly. Con-
versely, the aggregate removal rate, 71.7% is quite close to the removal rate
of each of these anomalies, shown in the last column. There clearly are a
number of different potential reasons for the choice of removing or not an
anomaly upon receipt of the letter, such as the credibility of the letter, the
possibility of a mistake by the taxpayer or by the RA, and so on We shall
return to this point in Section 7.

Table 3 focuses on the impact that the letter had on the value of variables
discussed above. These data give some preliminary support to our previous
claim that the letter pushed firms to reduce the manipulation of some inputs,
as we assumed in Section 4. Finally, Table 4 shows the average difference
in sales and profits reported by treated and control firms. Here we refer
to profits also since this is a key variable for the evaluation of the impact
of letters in policy terms: the benefit of a letter campaign is measured by
additional taxes, and taxes are paid on profits. In year 2006 sales are higher
and profit is lower for treated firms. In year 2007, treated firms increase their
sales only by 1.92%, while untreated firms increase their sales by more than
6%. Moreover, treated firms decrease their profit by more than 11% while
untreated firms increase their profit by more than 3.5%. In 2008, i.e. after
the letter was sent, treated firms increase their profit by 1.6% despite the
ongoing economic crisis, while untreated ones decrease it by more than 5%.

11



Overall, this analysis suggests that the letter might have had an impact not
only on input, but also on sales and profit reports, although, so far, we have
no evidence that this was caused by the letter effect.

6 Empirical strategy

All firms in our dataset that were identified as anomalous according to the
RA indicators based on 2007 tax records, received the letter as described
above and we aim at identifying what was the average reaction in 2008 tax
records following the letter.

According to the anomaly identification rule that the RA adopted – with-
out releasing any detail to the public nor to us – all these firms were iden-
tically non-anomalous in 2006, conditional on all observable characteristics.
As the only aim of the RA was to maximise tax revenues, reducing input
manipulation and increasing tax revenues, all firms identified as possibly
anomalous were sent the letter. This poses a challenge to our aim of finding
the causal effects of this policy.

Our empirical strategy is twofold. Along with the provision of a random
sample of treated firms, we required a random sample of non-treated firms
(henceforth named also ‘controls’, for simplicity). First, we adopt matching
techniques to match treated firms with untreated ones, according to their
respective characteristics in year 2006, i.e. when none of them show any
anomaly according to the RA criteria. This is aimed at pruning treated
firms without matches from the control sample, removing the bias derived
from estimating the treatment effect using samples which are structurally
different in 2007. Second, we use difference-in-difference (DD) methodologies
with and without matching to control for before-treatment characteristics.
We used two alternative ways of performing matching, namely the coarsened
exact matching (CEM) and propensity score matching (PSM) for assessing
sensitivity of results to matching methods.

Let us now explain with some more detail the empirical model, starting
from a description of the matching methods used ending with the specifica-
tion of the DD regression equations.

6.1 The matching methods

Consider a sample of n units, a subset of a population of N units, where
n ≤ N . For unit i, denote Ti as the treatment variable, where Ti = 1 if unit
i receives treatment (and so is a member of the “treated” group) and Ti = 0
if not (and is therefore a member of the “control” group). The outcome
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variable is Z, where Zi(0) is the potential outcome for observation i if the
unit does not receive treatment and Zi(1) is the potential outcome if the
(same) unit receives treatment. The average treatment effect on the treated
(ATT) is defined as:

τ =
1

nT

∑
i:Ti=1

(Zi(1)− Zi(0))

For each observed unit, only one potential outcome is observed, Zi = TiZi(1)+
(1 − Ti)Zi(0), which means that Zi(0) is unobserved if i receives treatment
and Zi(1) is unobserved if i does not receive treatment. Without loss of
generality, when we refer to unit i, we assume it is treated so that Zi(1) is
observed while Zi(0) is unobserved and thus it is estimated via matching
with one or more units from a given reservoir of the control units. We denote
by Ẑi(0) the estimated counterfactual of Zi(1). Given a set of pre-treatment
covariates Xi = (X1i, X2i, . . . , Xki) for observation i with Ti = 1, matching
is a strategy that looks for a set of control units j with Tj = 0 and covariates
Xj such that the distance between Xi and Xj is the smallest as possible in
some metric. If we denote by mT ≤ nT the number of matched units and by
MT the set of indexes of matched treated units, an estimator of τ is given
by

τmT
=

1

mT

∑
i∈MT

(Zi(1)− Ẑi(0)).

Matching exactly on X removes theoretically all bias in the estimation
of τ . In most applications, exact matching is unfeasible and thus different
matching methods have been proposed by the literature. Moreover, not all
treated units can be matched, i.e. mT ≤ nT , because there is no reason-
able counterfactual in the control units set for a given treated unit. Thus
most methods consist in approximate solutions to matching. Rosenbaum and
Rubin (1983) proposed a method called Propensity Score Matching (PSM)
which was meant to solve the problem of exact matching in high dimensional
covariate space. Let e(X) = P (T = 1|X) be the propensity score, i.e. the
probability of receiving the treatment given a set of pre-treatment covariates
X. The idea of PSM is that matching on e(X) is simpler than matching
on X directly due to the fact that the propensity score is a scalar quantity,
moreover, it is possible to prove that matching exactly on e(X) removes all
bias. Unfortunately, matching exactly on e(X) is as difficult as matching on
X if there is at least one continuous covariate, thus the practice of PSM is
to match only approximately on e(X). Further, the true functional form of
e(X) is unknown and hence the propensity score is estimated on the data at
hands (e.g. via a logit model). This estimate ê(X) is highly sensitive to the
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model specification and so is the matching solution. On the other hand, PSM
is supposed to balance the means of the covariates for the treated and control
units matched. Usual PSM algorithm are the stratification of the propensity
score and nearest method matching. By far, nearest neighbor matching has
the best statistical properties (Imbens, 2004).

Another recent approach is called Coarsened Exact Matching (CEM).
The idea of CEM (Iacus et al., 2011) is to coarsen temporarily the covariates
X and matching exactly on the coarsened version of those. Coarsening on
X corresponds to discretization of continuous variables. In most cases the
coarsening is suggested by the data itself. For example, if X1 corresponds to
“years of education”, this variable might be coarsened into “grade school”,
“high school”, “college”, and “graduate school” as they are observationally
equivalent to the purpose of matching.

In other cases automatic coarsening (like automatic methods for drawing
histograms) can be applied although, whenever possible, substantive choices
of coarsening should be made by the researcher. The results is that treated
and control units matched are then all within the intervals specified by the
coarsening, and thus the imbalance between matched units is controlled by
the coarsening. Coarsening on multiple variables generates strata like in
a multiway cross tabulation and matching with CEM occurs within each
stratum. In observational studies, the main issue is that the design is not
experimental, i.e. the assignment to the treatment is not under the control
of the researcher, not randomized, and experiments cannot be replicated.
So it is important to consider in-sample properties of a matching method.
As matching is supposed to reduce imbalance between treated and control
units, one should measure the imbalance left after matching. As PSM is
supposed to reduce difference in means, one should compared the average
difference in means produces by the different matching methods. Let d(j)
be the difference in means for the variable Xj among the groups of treated
and control units. A way to measure the overall reduction of imbalance
after matching is to consider the average absolute difference in means D =
1
J

∑J
j=1 |d(j)|, where d(j) is calculated only for numerical variables, while

categorical variables can be recoded numerically before evaluation of d(j).
In our analysis, categorical variables are matched exactly by all methods,
thus the measure D only applies to numerical variables.

The plot in Figure 1 shows the so called spacegraph plot of different
randomized matching solutions. The vertical axis shows the imbalance left
after matching measured by the average absolute difference in means. The
horizontal axis shows the reciprocal of the square root of the number of
matching units, which is an indication of variability in the estimate of the
treatment effect. The idea of the spacegraph plot is to show the frontier
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of optimal solutions in the mean squared error (MSE) sense. As matching
consists in imbalance reduction at the cost of pruning observation, a natural
way to choose among matching solutions is to look at the MSE defined as the
square of the bias plus the variance. The graph shows the tradeoff between
the imbalance (which induces bias in the estimation of the treatment effect)
and the standard error which is proportional to the reciprocal of the number
of observation left after pruning.

Indeed, one can match very loosely on e(X) or with very large coarsening
and match almost all units (mT ' nT ) or one can match more strictly but
obtain less matched units and hence higher variability in estimation. The
plot of Figure 1 shows this trade off. The best solution is on the lower-
left corner of the plot: smallest imbalance and higher number of matched
units. The plot reports different CEM solutions obtained by randomizing
the coarsening on the covariates X and different PSM solutions where the
propensity score is estimated by randomizing the logit model (i.e. including
main effects, up to second order interactions and polynomial functions of the
covariates). By PSM we mean here a neareast neighbour matching, with
calipering, on the estimated propensity score function, where the caliper (i.e.
the maximal distance in propensity scores between treated and control units)
and the number of nearest (from 1 up to 3 control units per treated unit) are
randomly selected for each estimated propensity score model As thousands
of random solutions have been generated to obtain this plot, the analysis has
been done on a random sample of 2500 observations (“raw” in the picture)
from the original data. As it can be seen CEM dominates all PSM solutions
in terms of imbalance. Notice further that CEM solutions are much stable
compared to the PSM solutions which appear very sensitive to the logit model
used to estimate the data. We will however use both methods to assess the
robustness of results to the matching method used.

6.2 The difference-in-difference model

After dealing with matching issues, we specify a standard difference-in-difference
(DD) model:

mit = β0 + β1 × Ti + β2 × tt + β3 × (Ti × tt) + εit, (11)

where Ti is a 0/1 indicator for treatment, tt is a dummy variable for year and
εit is the error term. This model is used for a dependent variable mit which
takes different forms, namely log-capital goods, log-change in inventories,
log-residual costs, log-sales and log-profit. The coefficient of interest is β3.
As the theoretical model of Section 4 also predicted that reaction would have
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Figure 1: CEM is the best
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been stronger for incongruous firms, we also estimate the following regression,

mit = γ0 + γ1 × Ti + γ2 × tt + γ3 ×Dit + γ4(Ti × tt)+
γ5(Ti ×Dit) + γ6(tt ×Dit) + γ7(Ti × tt ×Dit) + εit,

(12)

where Dit is a dummy equal to 1 for incongruous firms and zero otherwise,
as defined in (3). The coefficient of interest is γ7, providing an estimate
of the differential effects on incongruous treated firms. DD regression are
estimated with matching by means of weighted regressions, where wheights
are provided by the matching procedures described above.

6.3 Results

Results of DD regressions (11) about main input aggregates are presented
in tables 5-7, those about sales in Table 8 and those about profit in Table
9. These tables present all the same structure: in columns 1-3 we present
the DD estimate considering only years 2007 and 2008, in columns 2-3 we
present the DD estimates weighting for CEM and PSM weights, respectively.
In columns 4-6 we consider the whole time-series available where the impact
of the treatment can be evaluated with respect to 2006. This is an important
comparison since we should recall that 2006 is the year where, according to
RA’s hypothesis, there was no manipulation.

Table 5 shows that the value of capital goods nearly doubled on average
after the letter and no much difference arises considering the regressions with
matching (coumn 1) and without it (columns 2-3). Columns 4-5 show that
after the letter the average value of capital goods remained lower than those
declared in 2006 by 15-24% but larger than in 2007.

As for residual costs, Table 6 shows that after the letter the average
level decreased by 20-40% compared to 2007 and that the possible effect of
the letter was an overshooting as compared with 2006, as the average value
decreased by about 20% as opposed to year 2006.

A similar overshooting happened also for the change in inventories. The
average level decreased by about 15-17% compared with year 2006, while the
average level was increased in year 2007 by a smaller amount, and statistically
significant only using CEM matching (Table 7).

Looking at the effects the letter on reported sales, the first three columns
of Table 8 suggest that there is no apparent change if the information about
2006 is ignored. The last three columns show, however, that, with respect to
2006, the level of sales decreased by over 4.3 to 4.6% in 2007 while, in 2008,
the level of sales decreased, with respect to 2006, by approximately 3.6 to
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4%. Thus, on average, we can say that the letter had an impact on reported
sales in the sense that it reduced their underreporting by approximately 0.6

As for profits, the first 3 columns of Table 9 suggest that, without con-
trolling for 2006, declared profits increased by 3.5-4%. Similarly, the last 3
columns indicate that, when year 2006 is considered as the base year, the
treated firm in 2007 decreased their profits on average by 5% while, after
treatment, i.e. in 2008, they decreased them only by approximately 1.5%

Finally, we assessed whether results are different depending on firms be-
ing incongruous or not. We found that treated incongruous firms had no
significantly different behaviour as for reported sales (Table 11), whereas
they declared on average 3-4% lower profits than treated congruous firms
after receiving the letter.

7 Discussion and concluding remarks

Our description of Sds, along with the theoretical model, provide us with an
interpretation of the policy implemented by the Italian RA. In year 2006,
according to RA’s information, treated firms were not manipulating inputs
and, therefore output and profits reports were also correct. In year 2007,
however, these firms allegedly manipulated inputs and underreported out-
put and profits. Letters were then sent by the RA to elicit more truthful
input reports, with particular regard to input manipulation as revealed by
reported values of some key variables (change in inventory, value of capi-
tal goods, residual costs) which determine presumptive sales. To the extent
that the letter is successful in achieving this objective, and thus in increasing
presumptive sales, it is also successful in generating higher sales and profit
reports. In turn, if one controls for changes in context and in macro vari-
ables, higher sales and profit reports can be interpreted as an increase in tax
compliance.

Results confirm, to some extent, the validity of such a reasoning. Main
input variables, i.e. those on which more than 95% of letters were based,
were significantly manipulated in 2007. More precisely, the value of capital
goods was underreported while changes in inventories and residual costs were
inflated. Accordingly, sales and profits were significantly underreported by
treated firms in 2007. In 2008, i.e. after treatment, all of these manipulations
tend to be corrected, with both input and output variables returning to their
pre-manipulation (and pre-letter) values, with some “overshooting” effects.

Although results are in line with our expectations, there are several points
which deserve a discussion. First, the impact on reported profits seems
stronger than that on reported sales. In particular, the change in reported
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sales is statistically significant only with respect to 2006, but not with re-
spect to 2007 alone. Relatedly, the “surprise” effect of the letter that we
conjectured at the end of Section 4, so that congruous firms react more than
incongruous one, seems relevant only for profit, but not for sale reports. For
example, one could think that, although the signal is formally a function of
reported sales, taxpayers perceive the probability to be audited as depending
on reported profits. Thus, on average, they reacted by increasing profits more
than sales. In turn, this may be explained by firms which, while reducing
manipulation, also reduced deductible costs, as treated firms which reacted
to the letter by reducing residual costs.

More in general, one should recognize that the observed increase in profits
may not necessarily be associated with an increase in tax compliance. For
example, an honest taxpayer may be pushed to increase its input reports
only because of his risk aversion while, on the contrary, a taxpayer who has
manipulated inputs but has not been detected, may increase his manipu-
lation activity because he did not receive the letter. Our model does not
consider either attitudes to risk or the possibility of mistakes by the RA or
by the taxpayer, so that these (and other) possible factors are ignored. Their
potential impact on our estimates can vary. Consider for example a firm
which manipulated inputs but did not receive the letter. It is plausible that
this firm reacted by further increasing manipulation in 2008. Our estimates,
in these cases, are not biased since they are capturing the actual impact of
the letter, but some of the potential benefits of the letter campaign, which
we will be discussing shortly, may be underestimated. On the other hand,
if a firm which received the letter had not manipulated input reports, and
thus reacted by keeping the same level of input, the potential impact of the
letter is underestimated. Finally, a taxpayer may overreact to the letter,
and thus adjust his reports only since he is not sure to be able to prove the
honesty of his behaviour. In such a case the potential impact of the letter is
overestimated.

At the end of our analysis it is worthwhile looking at social net benefit of
such a letter campaign. Gross benefits can be estimated multiplying the net
effect of the letter on reported profits by the effective tax rate. Since treated
firms reported on average about e24,000 of profits in 2008, and the letter
had the effect of incresing their declared pofits by about 3.5%, we estimate
that 160 million euros have been collected by treated firms due to the letter
effect. The administrative costs of the campaign discussed here are primarily
associated with the process of data mining and data processing plus postal
costs. Considering that the data had already been processed by the RA,
costs are are mainly opportunity costs of human resources devoted to the
campaign and thus diverted from other administrative activities. Upon con-
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fidential information provided by the RA, we estimate these costs to amount
approximately to 20 millions of euros, which yields the estimate of a net
benefit of approximately 140 millions of euros for the campaign.

The message emerging from our analysis, similarly to Pomeranz (2012),
is that there seems to be some scope for enhancing firms’ tax compliance
by adopting policies based on the intensive use of administrative databases
that are now available to tax administrations. The essential feature of these
policies is that they contain a shift of emphasis, and of resources, from ex-post
prosecution to ex-ante prevention activities. Such a shift seems particularly
suitable in contexts, such as the Italian one, characterized by a very large
number of taxpayers who self-report their taxable incomes.
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Table 1: Descriptive statistics for treated and control groups before the treat-
ment, i.e. in year 2006.

Sample of treated Sample of controls
Mean s.e. Mean s.e.

Area of location
North-West 0.239 0.002 0.285 0.001
North-East 0.162 0.002 0.223 0.001
Center 0.198 0.002 0.202 0.001
South 0.242 0.002 0.163 0.001
Islands 0.111 0.001 0.074 0.001
Not applicable 0.048 0.001 0.052 0.001

Additional productive locations
No additional locations 0.201 0.002 0.131 0.001
One add.location 0.734 0.002 0.809 0.001
Two or more add. locat. 0.065 0.001 0.060 0.001

Accounting methods
Simplified accounting 0.560 0.002 0.700 0.001
Standard accounting 0.439 0.002 0.299 0.001
Not-for-profit firms 0.001 0.000 0.000 0.000

Sector of operation
Manufacturing, utilities 0.110 0.001 0.098 0.001
Agriculture 0.002 0.000 0.002 0.000
Construction 0.172 0.002 0.131 0.001
Wholesale 0.183 0.002 0.113 0.001
Retail trade 0.262 0.002 0.151 0.001
Transport 0.007 0.000 0.037 0.001
Hotel and restaurants 0.073 0.001 0.055 0.001
IT services 0.027 0.001 0.021 0.000
Financial intermediation 0.022 0.001 0.009 0.000
Real estate, renting 0.060 0.001 0.055 0.001
Other professionals 0.025 0.001 0.181 0.001
Other services 0.043 0.001 0.075 0.001
Health services 0.016 0.001 0.069 0.001

Composition of the workforce
No. FT empl. 1.470 0.016 1.139 0.009
No temp. workers 0.132 0.004 0.106 0.002
No. family members 0.097 0.002 0.136 0.001

No of observations 51292 125221

Source: our calculations on RA data.
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Table 2: Mobility tables of anomalies between 2007 and 2008
Year 2008

Anomalies Capit.
Goods

Resid.
Costs

Ch. in
invent

Other No
Anom

Total

Cap. Goods 2,533 409 467 56 8,501 11,966
% 21.17 3.42 3.90 0.47 71.04 100.00

Res. costs 100 2,137 134 26 8,116 10,513
% 0.95 20.33 1.27 0.25 77.20 100.00

Y
ea

r
20

07 Ch. in inv. 398 422 7,596 88 18,188 26,692
% 1.49 1.58 28.46 0.33 68.14 100.00

Other 31 55 94 414 3,017 3,611
% 0.86 1.52 2.60 11.46 83.55 100.00

Total 3,062 3,023 8,291 584 37,822 52,782
% 5.80 5.73 15.71 1.11 71.66 100

Source: our calculations on RA data.
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Table 3: The extent of differences between treated and control firms accord-
ing to some key variable aggregation
Year Obs Mean s.e. Obs Mean s.e. Difference s.e.

(a) (b) (c ) (d) (a)-(c)
√

(b)2 + (d)2

Treated Controls
Capital goods

2006 52,782 78.848 1.086 125,222 70.329 0.611 8.518 1.246
2007 52,782 70.347 1.063 125,222 74.287 0.641 -3.940 1.241
2008 52,782 88.728 1.565 125,222 78.501 0.757 10.227 1.739

Residual costs
2006 51,292 15.604 0.247 94,779 10.256 0.117 5.348 0.273
2007 51,291 18.006 0.273 94,779 10.318 0.116 7.688 0.297
2008 51,292 12.461 0.244 94,779 9.203 0.106 3.258 0.266

Change in inventories
2006 51,070 26.340 1.130 94,637 4.760 0.372 21.580 1.189
2007 51,089 19.336 1.044 94,651 4.461 0.358 14.875 1.104
2008 51,278 5.657 1.087 94,770 3.372 0.413 2.285 1.163

Source: our calculations on RA data.

Table 4: Declared output and profits. Averages and their standard error by
year and by type of sample.
Year Obs Mean s.e. Obs Mean s.e. Difference s.e.

(a) (b) (c ) (d) (a)-(c)
√

(b)2 + (d)2

Treated Controls
Output

2006 51292 313.308 2.719 94779 271.604 1.807 41.705 3.265
2007 51292 319.336 2.752 94779 288.050 1.882 31.286 3.334
2008 51292 317.747 2.806 94779 286.221 1.906 31.527 3.392

Profit
2006 51292 26.828 0.683 94779 31.895 0.461 -5.068 0.824
2007 51292 23.833 0.932 94779 33.073 0.416 -9.241 1.021
2008 51292 24.219 0.391 94779 31.307 0.251 -7.088 0.465

Source: our calculations on RA data.
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Table 5: DD estimation for (log) capital goods.
(1) (2) (3) (4) (5) (6)

No match CEM PSM No match CEM PSM

Treat -2.388*** -2.545*** -2.529*** -0.428*** -0.439*** -0.542***
(0.018) (0.022) (0.025) (0.018) (0.021) (0.024)

Year 2007 0.106*** 0.129*** 0.136***
(0.014) (0.017) (0.024)

Year 2008 -0.019 -0.055*** -0.039 0.087*** 0.074*** 0.097***
(0.014) (0.018) (0.025) (0.014) (0.017) (0.024)

(Treat) x (Year 2007) -1.960*** -2.107*** -1.987***
(0.025) (0.030) (0.033)

(Treat) x (Year 2008) 1.814*** 1.867*** 1.789*** -0.146*** -0.239*** -0.198***
(0.026) (0.031) (0.035) (0.025) (0.030) (0.033)

Constant 2.442*** 2.378*** 2.934*** 2.336*** 2.249*** 2.797***
(0.010) (0.013) (0.018) (0.010) (0.012) (0.017)

Observations 356,008 188,426 166,624 534,012 282,639 249,936
R-squared 0.053 0.076 0.076 0.040 0.059 0.062
Source: our calculations on RA data.

Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1
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Table 6: DD estimation for (log) residual costs
(1) (2) (3) (4) (5) (6)

No match CEM PSM No match CEM PSM

Treat 0.520*** 0.650*** 0.557*** 0.384*** 0.446*** 0.400***
(0.010) (0.012) (0.013) (0.010) (0.012) (0.013)

Year 2007 0.045*** 0.032*** 0.046***
(0.009) (0.010) (0.013)

Year 2008 -0.091*** -0.099*** -0.084*** -0.046*** -0.067*** -0.038***
(0.009) (0.010) (0.013) (0.009) (0.010) (0.013)

(Treat) x (Year 2007) 0.136*** 0.203*** 0.157***
(0.015) (0.017) (0.018)

(Treat) x (Year 2008) -0.319*** -0.418*** -0.349*** -0.183*** -0.215*** -0.192***
(0.015) (0.017) (0.018) (0.015) (0.017) (0.019)

Constant 0.901*** 0.435*** 0.921*** 0.857*** 0.403*** 0.875***
(0.006) (0.007) (0.009) (0.006) (0.007) (0.009)

Observations 274,503 173,659 156,292 411,562 260,388 234,196
R-squared 0.014 0.023 0.018 0.012 0.021 0.016

Source: our calculations on RA data.
Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1
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Table 7: DD estimation for (log) change in inventories
(1) (2) (3) (4) (5) (6)

No match CEM PSM No match CEM PSM

Treat 1.166*** 0.746*** 1.092*** 1.187*** 0.634*** 1.101***
(0.019) (0.021) (0.024) (0.019) (0.021) (0.024)

Year 2007 -0.023 -0.054*** -0.018
(0.017) (0.018) (0.025)

Year 2008 -0.023 0.025 -0.037 -0.046*** -0.030 -0.055**
(0.018) (0.018) (0.026) (0.018) (0.018) (0.025)

(Treat) x (Year 2007) -0.022 0.111*** -0.009
(0.027) (0.029) (0.033)

(Treat) x (Year 2008) -0.153*** -0.265*** -0.153*** -0.174*** -0.153*** -0.162***
(0.028) (0.031) (0.035) (0.028) (0.031) (0.035)

Constant 1.311*** 0.838*** 1.237*** 1.334*** 0.892*** 1.256***
(0.013) (0.013) (0.018) (0.012) (0.012) (0.018)

Observations 99,178 60,910 59,321 153,418 93,791 91,554
R-squared 0.060 0.029 0.057 0.064 0.029 0.060

Source: our calculations on RA data.
Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1
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Table 8: DD estimation for (log) sales
(1) (2) (3) (4) (5) (6)

No match CEM PSM No match CEM PSM

Treat 0.074*** 0.010 0.046*** 0.123*** 0.053*** 0.092***
(0.008) (0.007) (0.010) (0.008) (0.007) (0.010)

Year 2007 0.065*** 0.063*** 0.071***
(0.007) (0.006) (0.010)

Year 2008 -0.029*** -0.013** -0.022** 0.037*** 0.050*** 0.049***
(0.007) (0.006) (0.010) (0.007) (0.006) (0.010)

(Treat) x (Year 2007) -0.049*** -0.043*** -0.046***
(0.011) (0.010) (0.014)

(Treat) x (Year 2008) 0.000 0.007 0.006 -0.049*** -0.036*** -0.040***
(0.011) (0.010) (0.014) (0.011) (0.010) (0.014)

Constant 4.626*** 4.142*** 4.664*** 4.561*** 4.080*** 4.593***
(0.005) (0.004) (0.007) (0.005) (0.004) (0.007)

Observations 287,236 188,426 166,624 431,081 282,412 249,595
R-squared 0.001 0.000 0.000 0.001 0.001 0.001

Source: our calculations on RA data.
Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1
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Table 9: DD estimation for (log) profit
(1) (2) (3) (4) (5) (6)

No match CEM PSM No match CEM PSM

Treat -0.166*** -0.111*** -0.154*** -0.114*** -0.060*** -0.108***
(0.006) (0.007) (0.007) (0.006) (0.006) (0.007)

Year 2007 0.040*** 0.040*** 0.047***
(0.005) (0.005) (0.007)

Year 2008 -0.046*** -0.053*** -0.065*** -0.006 -0.013** -0.018**
(0.005) (0.005) (0.007) (0.005) (0.005) (0.007)

(Treat) x (Year 2007) -0.051*** -0.051*** -0.046***
(0.009) (0.009) (0.010)

(Treat) x (Year 2008) 0.034*** 0.039*** 0.037*** -0.017** -0.012 -0.010
(0.009) (0.009) (0.011) (0.009) (0.009) (0.010)

Constant 3.111*** 2.889*** 3.163*** 3.071*** 2.849*** 3.116***
(0.004) (0.004) (0.005) (0.004) (0.004) (0.005)

Observations 265,181 182,671 159,448 400,459 273,069 238,404
R-squared 0.004 0.003 0.005 0.004 0.002 0.004

Source: our calculations on RA data.
Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1
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Table 10: DD estimation for (log) profit, escluding firms with anomalies in
residual costs

(1) (2) (3) (4) (5) (6)

No match CEM PSM No match CEM PSM

Treat 0.164*** -0.012 0.147*** 0.225*** 0.054*** 0.209***

(0.009) (0.008) (0.011) (0.009) (0.008) (0.011)

Year 2007 0.065*** 0.062*** 0.071***

(0.007) (0.006) (0.010)

Year 2008 -0.029*** -0.014** -0.023** 0.036*** 0.048*** 0.048***

(0.007) (0.006) (0.010) (0.007) (0.006) (0.010)

(Treat) x (Year 2007) -0.061*** -0.066*** -0.062***

(0.013) (0.012) (0.015)

(Treat) x (Year 2008) 0.007 0.022* 0.013 -0.054*** -0.044*** -0.049***

(0.013) (0.012) (0.015) (0.013) (0.012) (0.015)

Constant 4.624*** 4.136*** 4.662*** 4.558*** 4.074*** 4.591***

(0.005) (0.004) (0.007) (0.005) (0.004) (0.007)

Observations 262,316 167,943 145,494 393,704 251,696 217,907

R-squared 0.003 0.000 0.003 0.004 0.001 0.004

Standard errors in parentheses

*** p¡0.01, ** p¡0.05, * p¡0.1

Source: our calculations on RA data.
Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1
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Table 11: DD estimation for (log) output, disentangling the effect of incon-
grous firms

(1) (2) (3)
No match CEM PSM

Treat 0.090*** 0.026*** 0.057***
(0.010) (0.009) (0.012)

Year 2007 0.069*** 0.075*** 0.083***
(0.008) (0.007) (0.012)

Year 2008 0.113*** 0.084*** 0.127***
(0.009) (0.008) (0.013)

(Treat) x (Year 2007) -0.045*** -0.045*** -0.052***
(0.014) (0.013) (0.017)

(Treat) x (Year 2008) -0.047*** -0.041*** -0.048***
(0.015) (0.014) (0.018)

Incongrous -0.368*** -0.271*** -0.355***
(0.010) (0.008) (0.015)

(Treat) x (Incongrous) 0.134*** 0.082*** 0.142***
(0.017) (0.015) (0.020)

(Year 2007) x (Incongrous) 0.021 -0.011 -0.008
(0.014) (0.012) (0.021)

(Year 2007) x (Incongrous) -0.042*** 0.010 -0.055***
(0.014) (0.012) (0.020)

(Treat) x (Year 2007) x (Incongrous) -0.030 -0.011 -0.002
(0.023) (0.021) (0.029)

(Treat) x (Year 2008) x (Incongrous) -0.041* -0.012 -0.025
(0.023) (0.020) (0.028)

Constant 4.684*** 4.177*** 4.707***
(0.006) (0.005) (0.008)

Observations 431,081 282,412 249,595
R-squared 0.014 0.015 0.013
Source: our calculations on RA data.

Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1
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Table 12: DD estimation for (log) profit, disentangling the effect of incon-
grous firms

(1) (2) (3)
No match CEM PSM

Treat -0.101*** -0.041*** -0.087***
(0.007) (0.008) (0.009)

Year 2007 0.059*** 0.063*** 0.068***
(0.006) (0.006) (0.009)

Year 2008 0.099*** 0.081*** 0.097***
(0.006) (0.007) (0.009)

(Treat) x (Year 2007) -0.036*** -0.040*** -0.039***
(0.010) (0.011) (0.012)

(Treat) x (Year 2008) 0.008 0.014 0.006
(0.011) (0.012) (0.013)

Incongrous -0.538*** -0.470*** -0.516***
(0.008) (0.007) (0.011)

(Treat) x (Incongrous) 0.024* -0.040*** -0.003
(0.013) (0.013) (0.015)

(Year 2007) x (Incongrous) -0.007 -0.017* -0.014
(0.011) (0.010) (0.015)

(Year 2008) x (Incongrous) -0.053*** -0.049*** -0.078***
(0.010) (0.010) (0.015)

(Treat) x (Year 2007) x (Incongrous) -0.071*** -0.059*** -0.047**
(0.018) (0.018) (0.022)

(Treat) x (Year 2008) x (Incongrous) -0.070*** -0.034* -0.037*
(0.018) (0.018) (0.021)

Constant 3.238*** 3.011*** 3.273***
(0.004) (0.004) (0.006)

Observations 400,459 273,069 238,404
R-squared 0.068 0.079 0.072

Source: our calculations on RA data.
Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1
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