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Abstract

In this work I present a cobweb model for markets characterized by two

couples of demand and supply functions which cyclically alternate with

period two, in a succession of peak and off-peak market phases. Starting

from classical adaptive expectations, a new expectation formation mech-

anism is presented, to take into account such markets’ peculiarity. In

particular, to adapt the previous in-phase expected price, agents use both

in-phase and out-of-phase expectation errors, suitably weighted through a

phase weight. It is shown that the resulting model is described by a non-

autonomous difference equation. The local asymptotic stability of the

steady state equilibrium is studied, showing that it depends on the ex-

pectation weight, the phase weight and on both the relative slopes, at the

equilibrium, of the supply functions with respect to the demand functions.

Several crucial differences with respect to the classical cobweb model are

highlighted, showing the potentially ambiguous role of expectation weight

and of relative slopes. It is shown that destabilization can occur both

through a flip and a Neimark-Sacker bifurcation, which can occur for the

same market conditions and different expectation weights.

Keywords: Cobweb model, cyclic demand and supply, non-autonomous equa-
tions, complex dynamics
JEL classification: E32, D84, C60, C62

1 Introduction

The cobweb model was introduced to provide a theoretical explanation of tem-
porary equilibrium fluctuations in a single market with one lag in supply. Sem-
inal contributions about this modelling approach can be found in the works by
Kaldor [1] and Ezekiel [2], in which the so-called “Cobweb Theorem” is pre-
sented. It is shown how, in a purely competitive market in which there is a
lag between production decisions and their realization and where the available
supply sets the price, fluctuating price dynamics may occur, which can either
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converge, exhibit a persistent period-two cycle or diverge. Essential roles for
the resulting dynamics are played by both market’s and economic agents’ char-
acteristics. The former are summarized by the shape of demand and supply
curves in their intersection point, the (steady state) equilibrium. The latter are
encompassed by the way in which suppliers decide, at a generic period t, the
quantity to produce, which will be supplied in the next period t+1. This is the
expectation formation mechanism, that, depending on the degree of rationality
assumed for the suppliers, describes how next period expected prices are formed.
In [2] naive expectations are assumed, namely agents expect that next period
price will be the same as in the current one. With this assumption, the cobweb
theorem says that if the elasticity of supply at the equilibrium point is smaller,
in absolute value, than the elasticity of demand, convergent price dynamics oc-
cur, while, when the converse is true, prices diverge. In the limit situation in
which the two elasticities are identical, a period-two price cycle arises.

Since the literature about cobweb models is tremendously wide, I shall just
mention some milestone contributions of the research strands the present work
belongs to.

A first research strand concerns the study of boundedly rational expectation
mechanisms and their role on the resulting dynamics. Nerlove [3] considered a
cobweb model with linear demand and supply functions in which agents adapt
the production level on the basis of the so called expectation error, namely, on
the difference between the last expected and realized prices, regulated by an
expectation weight. The resulting expectation formation mechanism is called
“adaptive expectations”, and it provides a simple example of a more refined,
with respect to naive expectations, expectation mechanism, based on a bound-
edly rational learning rule. Cobweb models under adaptive expectations and
for different demand and supply functions were then investigated to study the
possible resulting dynamical behaviors, as for example in [4, 5, 6]. Briefly, the
results can be summarized as follows. Stability of the steady state is regulated
by the size of the expectation weight and by the relative slope of the supply
function with respect to that of the demand function. For any relative slope,
there always exists an interval of sufficiently small expectation weights for which
price dynamics are convergent. Conversely, if too relevance is given to expecta-
tion errors, especially when the relative slope is sufficiently large, periodic and
chaotic dynamics can arise.

A second research strand aims to extend to more general economic settings
the cobweb model approach. I just mention the contribution by Dieci and
Westerhoff [7], in which the classical cobweb is enriched by allowing producers
to enter different markets, so that the interaction between markets is taken
into account in the model. In [7] it is shown that this allows the occurrence of
quasi-periodic motions in the resulting dynamics. The previous model was then
applied to a particular market example by Lundberg et al. in [8].

The present contribution belongs to both the above research strands. The
main goal of this paper is to introduce and study a new theoretical framework to
analyze a class of markets characterized by demand/supply cyclical oscillations
over time. The real world prototypical example is represented by electricity
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markets, a first cobweb model of which was proposed by Cavalli et al. in [9].
In such markets the exchanged good is unique but demand and supply curves
substantially vary over time, following a well known profile characterized by a
deterministic cyclical recurrence. In particular, in this paper I will focus on the
period-2 case, in which two couples of different demand and supply functions
cyclically alternate, in order to resemble the alternation of peak and off-peak
phases in a cyclical market. The considered modelling framework also requires
to introduce a new expectation mechanism, consistent the market assumptions.
Since it is realistic to suppose that agents are aware of the cyclical nature of the
market, a new expectation formation mechanism is taken into account, starting
from classical adaptive expectations, that, in their original formulation, are not
consistent with the considered market and require to be modified to fit with the
cyclical demand/supply assumption. It is then assumed that agents, in order to
form their expectations about next period prices, adapt their in-phase expected
price on the basis of both in-phase and out-of-phase expectation errors, which
are suitably weighted. This means that if, for instance, at time τ + 1 market is
in a peak phase, agents, in order to form the expected price πτ+1, do not adapt
the expected price at time τ, since at τ the market is in the off-peak phase,
but conversely, adapt the expected price at time τ − 1, in which market is in-
phase with time τ + 1. Moreover, it is assumed that, besides the usual level of
confidence given to expectation errors, which is summarized by the expectation
weight ω, agents attribute different significance to in-phase errors with respect
to out-of-phase errors, through a phase weight ν.

The resulting model is very different from the classical cobwebmodel. Firstly,
it results in a non-autonomous difference equation. It’s worth mentioning that
other non-autonomous cobweb models can be found in the literature. For exam-
ple, it is well known that if memory is taken into account in a learning process,
as in [10, 11, 12], then the resulting difference equation is non-autonomous.
Some examples of cobweb models with memory in the learning process are
[13, 14, 15, 16]. However, in these works the non-autonomous nature of the
resulting equation is due to a modification of the expectation formation mech-
anism. In the present contribution it is an intrinsic result of the alternation of
demand and supply, and hence it is ascribable to the market structure, which
then affects the expectation formation mechanism, too.

The main theoretical novelties concern the effect of ω, ν and relative slopes ai
of supply and demand functions on the local asymptotic stability of the steady
state equilibrium. Despite some points of contact, the role of the expectation
weight exhibits substantial differences with respect to that in the classical cob-
web model, which can be summarized as follows:
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Present cobweb model Classical cobweb model
Both a flip and a Neimark-Sacker bi-
furcations can occur

Only a flip bifurcation can occur

Up to three stability thresholds are
possible

At most one stability threshold is
possible

Increasing the expectation weight, a
stable steady state equilibrium can
lose stability and an unstable one
can recover stability

Increasing the expectation weight, a
stable steady state equilibrium can
lose stability while an unstable one
remains unstable

Decreasing the expectation weight,
a stable steady state equilibrium
can become unstable and an unsta-
ble one can recover stability

Decreasing the expectation weight,
a stable steady state equilibrium re-
mains stable and an unstable one
can recover stability

In the same economic setting, both
periodic/chaotic and quasi-periodic
dynamics can simultaneously occur
for different expectations weights

In any economic setting, only peri-
odic/chaotic dynamics are possible

Similarly, the role of relative slopes at the equilibrium is ambiguous too.
Differently from the classical cobweb model, in which steady state can lose
stability when relative slopes increase, in a double phase cobweb model we
can have situations in which increasing one of the two relative slopes allows
the steady state equilibrium to recover stability. Finally, the role of phase
weight is less ambiguous, as it is generally destabilizing. Since decreasing ν
actually corresponds to increase the coupling degree between the two phases of
the market, the previous stability result says that stability improves as coupling
between phases becomes increasingly stronger.

The remainder of the paper is organized as follows. In Section 2, the model
is introduced. In Section 3, stability results for the steady state equilibrium are
presented and compared to those of the classical cobweb model. In Section 4
some research perspectives are outlined. Proofs are collected in Appendix.

2 Model

In this section I introduce a theoretical cobweb model for a single good market
characterized by two couples of demand and supply functions which cyclically
alternate. Throughout the paper, this kind of market will be called double phase

market.
The whole market demand function can be represented by introducing the

time periodic function D : I × N
+ → R

+ defined by

D(pτ , τ) =

{

D1(pτ ) if τ is odd,

D2(pτ ) if τ is even,
(1)

where pτ is the market price at τ. Likewise, we can introduce the time periodic

4



supply function S : J × N
+ → R

+, defined by

S(pτ , τ) =

{

S1(pτ ) if τ is odd,

S2(pτ ) if τ is even.
(2)

We assume that odd/even times demand functions Di : I → R
+, i = 1, 2, where

I is a suitable interval, are smooth and decreasing functions. Similarly, we
assume that odd/even times supply functions Si : J → R

+, i = 1, 2, where J is
a suitable interval, are smooth increasing functions. For the sake of simplicity,
in this section we assume that all the demand (resp. supply) functions share the
same domain, but such assumption is not essential and can be easily removed.

At any generic time τ, the market is characterized by the same couple of
demand/supply functions which occurs at times τ + 2n, n ∈ Z. This allows
saying that two times τ2 > τ1 are in-phase when they both are either odd or
even. Conversely, we say that τ1 and τ2 are out-of-phase.

I stress that at any set of 2 consecutive times τ, τ+1 the market is character-
ized by (possibly) different demand Di1 , Di2 and/or supply Si1 , Si2 functions,
where index vector (i1, i2) can be either (1, 2) or (2, 1). Finally, without loss
of generality, in (1) we assume that for τ = 1 the market is characterized by
demand function D1 and supply function S1. The demanded quantity at each
τ is then

qDτ = D(pτ , τ),

while the supplied quantity qSτ at τ is

qSτ = S(πτ , τ),

where πt is the price that agents expect for time τ.
I remark that the shapes of both demand and supply functions, as well

as their domains I and J, depend on the institutional characteristics of the
particular market under consideration. In this paper I only deal with generic
functions, assuming that each function Di always has one intersection with the
corresponding function Si.

To complete the model I need to specify the expectation formation mecha-
nism. To this end, in agreement with the classical cobweb framework, I assume
that suppliers, in order to decide the quantity for time τ+1, form their price ex-
pectations on the basis of the information collected from the most recent times.
In the literature, the research about expectation formation mechanisms is very
wide and several increasingly refined expectation formation mechanisms have
been studied. In particular, adaptive expectations [3, 4, 6, 17] are a significant
example of non-rational behavior, in which agents form their expectations about
the future price starting from the current expected price and correcting it on
the basis of the expectation error (i.e. the difference between the realized and
the expected prices), regulated by an expectation weight ω.

More generally, for a double phase market, it is reasonable to assume that
agents are aware of the cyclical nature of demand and supply functions, so that
they know that time τ +1 the market will be in phase with time τ − 1 (and not
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with τ). I then suppose that expected price πτ+1 is formed adapting the previous
in-phase expected price πτ−1 on the basis of the past expectation errors. In
particular, I assume that both in-phase, pτ−1−πτ−1, and out-of-phase, pτ −πτ ,
expectation errors are used. The resulting double phase adaptive expectation
formation mechanism is then given by

πτ+1 = πτ−1 + νω
(

pτ−1 − πτ−1

)

+ (1 − ν)ω(pτ − πτ ), (3)

where ω ∈ (0, 1] is the expectation weight and 0 ≤ ν ≤ 1 is the phase-weight,
which specifies the relevance given to the in-phase error. I notice that expected
price πτ−1 is adapted through a weighted average of phase expectation errors.

Since in-phase error pτ−1−πτ−1 is the most significant for the determination
of πτ+1, I assume that ν > 1/2. Phase-weight ν is also (inversely) connected
to the degree of coupling of the different market phases, which is null when
ν = 1 (since no relevance is given to out-of-phase errors) and maximum when
ν ≈ 1/2 (since in-phase and out-of-phase errors approximatively have the same
relevance). Moreover, for ω = 0, as for classical adaptive expectations, we would
actually have no dynamic adjustment, since πτ+1 = πτ−1. Finally, I notice that
the considered theoretical framework includes the very particular situation in
which D1 ≡ D2 and S1 ≡ S2, where we actually do not have a double phase
market and both demand and supply functions, as in the classical cobweb model,
do not directly depend on τ.

Imposing, at each time τ, temporary equilibrium conditionD(pτ , τ) = S(πτ , τ),
we obtain

pτ = D−1(S(πτ , τ), τ) (4)

whereD−1(qτ , τ) is the inverse function of D with respect to its first component,
namely

D−1(qτ , τ) =

{

D−1
1 (qτ ) if τ is odd,

D−1
2 (qτ ) if τ is even.

Combining (3) and (4) we obtain the double phase cobweb model, represented
by the second order non-autonomous difference equation

πτ+1 =πτ−1 + νω
(

D−1(S(πτ−1, τ − 1), τ − 1)− πτ−1

)

+ (1 − ν)ω
(

D−1(S(πτ , τ), τ) − πτ

)

,
(5)

given some π0 and π−1. Other examples of cobweb models based on non-
autonomous equations can be found in [13, 18, 14, 10, 15, 16]. I notice that,
contrary to the previous literature, the non-autonomous nature of the present
model is intrinsically connected with the cyclicity of demand/supply functions
characterizing the market itself. Such cyclicity indeed induces the peculiar
form of adaptive expectations, which, in turn, strengthen the presence of non-
autonomous terms in (5). Conversely, in the above mentioned works, the non-
autonomous model is induced by the generalization, which includes memory
effects, of the expectation formation mechanisms.
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In general, non-autonomous equation (5) does not possess a steady state,
because of the cyclicity of the demand and supply functions, while it always
exhibits a steady cycle of period 2, characterized by the alternation of the two
quantities that realize

D(pi,∗, i) = S(pi,∗, i), i = 1, 2. (6)

To study stability, it is expedient to rewrite equation (5) as an autonomous
two-dimensional system, in which each component of the vector steady state
corresponds to an element of the period-2 steady cycle of (5). To avoid ambigu-
ous notation, t is used for the sequence of times of the autonomous system, in
which we consider the evolution of two dimensional vectors ~πt consisting of two
expected prices, so that the ith element of ~πt is the expected price of the ith
phase of the market. Indeed, from ~πt we can obtain the corresponding vectors
of realized prices and of traded quantities.

To write the autonomous system, I introduce function Φ : I2 × N → (R+)2

defined by (ρ1τ+1, ρ
2
τ+1) = Φ(ρ1τ , ρ

2
τ , τ) through

ρ1τ+1 = ρ2τ + (1− ν)ω
(

D−1(S(ρ1τ , τ), τ) − ρ1τ

)

,

ρ2τ+1 = ρ1τ + νω
(

D−1(S(ρ1τ , τ), τ) − ρ1τ

)

.

and functions Φi : I
2 → (R+)2 defined by Φi(~ρτ ) = Φ(~ρτ , i). I stress that ρ

i are
auxiliary variables, which are temporarily used to introduce the autonomous
system. Finally, I introduce T : I2 → (R+)2 defined by

T (~π) = Φ2 ◦ Φ1(~π), (7)

which gives

π1
t+1 =π1

t + νω
(

D−1
1

(

S1(π
1
t )
)

− π1
t

)

+ (1− ν)ω

(

D−1
2

(

S2

(

π2
t + (1− ν)ω

(

D−1
1 (S1(π

1
t ))− π1

t

)

)

)

−
(

π2
t + (1− ν)ω

(

D−1
1 (S1(π

1
t ))− π1

t

)

)

)

π2
t+1 =π2

t + (1 − ν)ω
(

D−1
1

(

S1(π
1
t )
)

− π1
t

)

+ νω

(

D−1
2

(

S2

(

π2
t + (1− ν)ω

(

D−1
1 (S(π1

t ))− π1
t

)

)

)

−
(

π2
t + (1− ν)ω

(

D−1
1 (S1(π

1
t ))− π1

t

)

)

)

.

(8)

It is easy to see that τ and t are indeed linked and we can unambiguously
move from τ to t and vice versa. The i-th phase of time t corresponds to time
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τ = 2(t − 1) + i. Conversely, from time τ, we can unequivocally obtain the
corresponding time t and phase i from

t = ⌊τ/2⌋+ 1, i = τ − 2(t− 1), (9)

where ⌊z⌋ stands for the largest integer not exceeding z.
I notice that System (8) consists of two coupled equations. Since in the

extreme case of ν = 1, expectation mechanism (3) simplifies to

πτ+1 = πτ−1 + ω(pτ−1 − πτ−1), (10)

model (8) reduces to the diagonal system

πi
t+1 = πi

t + ω
(

D−1
i (Si(π

i
t))− πi

t

)

, i = 1, 2. (11)

In this case we actually have two distinct, independent equations (which provide
independent dynamics), as (10) is the classical adaptive expectation formation
mechanism and πi

τ+1 in (11) only depend on the in-phase previous expected
price. Actually, when ν = 1 the model can be assimilated to two independent
classical cobweb models with adaptive expectations. In this case we can also
have that just one πi,∗ is stable. For these reasons, I consider the case ν = 1 as
modeled by two independent equations (and not by a single diagonal system),
while I consider all the remaining cases with ν 6= 1 as represented by a single
two-dimensional system. I will respectively refer to (7) for ν < 1 and to (11) as to
coupled and uncoupled models, and by saying coupled (respectively uncoupled)
phases I will refer to each phase of the coupled (respectively uncoupled) models.
I will be mainly interested in studying the behavior of the coupled model, while
the uncoupled model will be considered as an intermediate situation between
the classical single phase and the uncoupled double phase cobweb models.

I notice that both in this and in the following section we shall deal with
a deterministic cobweb model. A stochastic perturbation term may be easily
added, as well.

3 Stability analysis

In this section I analytically investigate the double phase cobweb model intro-
duced in the previous section, trying to disentangle the role of each parameter
and to clarify the reasons for the occurrence of each new behavior, in order
to propose an interpretation of the results with respect to the classical cobweb
model.

I recall that, as already noticed, the degree of coupling between phases in-
versely depends on phase-weight ν, and that one can speak of uncoupled phases
when the phase-weight is maximum (ν = 1), of weak coupling of phases for ν ≈ 1
and of strong coupling for ν → 1/2 when each phase error is approximatively
given the same relevance.
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Since I aim at understanding the effects introduced in the dynamics by the
cyclicity of demand and supply functions, it is worth recalling the stability re-
sults for the classical cobweb model with either static or adaptive expectations1.
In particular, for the classical cobweb model with static expectations, a steady
state equilibrium price p∗ is locally asymptotically stable if

−1 <
S′(p∗)

D′(p∗)
(< 1) , (12)

namely if, at p∗, the slope of the supply function is sufficiently small with respect
to the absolute value of the slope of the demand function. In the case of adaptive
expectations, the previous result becomes

1− 2

ω
<

S′(p∗)

D′(p∗)
(< 1) . (13)

The rightmost inequalities in both (12) and (13) are always fulfilled since S′/D′

is negative. The role of ω on steady state stability in the classical cobweb model
can then be summarized as follows. Concerning the local stability of the steady
state, I recall ([2, 3, 4]) that

• steady state stability depends on the relative slope of the supply function
with respect to that of the demand function;

• there always exists a sufficiently small positive ω̂ so that the steady state
is stable for ω < ω̂;

• if the steady state is stable for some ω̂, then it is automatically stable for
any ω < ω̂;

• if adaptive expectations provide unstable dynamics for some ω ∈ (0, 1],
then static expectations provide unstable dynamics, too.

When stability is lost, we have ([6]) that

• with static expectations, either a period-2 cycle or diverging trajectories
occur;

• adaptive expectations can give rise to periodic and chaotic dynamics for
suitable classes of supply functions.

Before investigating local stability, I show that ~p∗ is the unique steady state
of (8), which, thanks to the considerations of the previous section, guarantees
that (3) has the only period-2 cycle (p1,∗, p2,∗).

Proposition 1. The only steady state of system (8) is ~p∗ = (p1,∗, p2,∗).

1For seminal results about the possible dynamic behaviors of classical linear and nonlinear
cobweb models, we refer to [2, 3, 4, 6, 17].
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The previous proposition guarantees that expectation formation mechanism
(3) preserves the steady state equilibrium. We notice that, in the proof, I used
ν 6= 1/2. If we allowed ν = 1/2 (arithmetic mean of errors), System (8) would
have additional, spurious, steady states.

In order to write stability conditions for ~p∗ in a more compact form, I intro-
duce the relative slopes of functions Si with respect to Di at p

i,∗

a1 =
S′

1(p
1,∗)

D′

1(p
1,∗)

, a2 =
S′

2(p
2,∗)

D′

2(p
2,∗)

. (14)

It is easy to see that |ai|, i = 1, 2 correspond to the ratio between the elasticity
of supply and of demand. In brief, in what follows we will refer to each ai as
to relative slope or relative elasticity. I notice that, from the assumptions on Si

and Di, we have ai < 0. The local asymptotic stability of ~p∗ is studied in the
following proposition.

Proposition 2. Steady state equilibrium ~p∗ is locally asymptotically stable pro-

vided that

(1 − a1)(1− a2)ω
2(2ν − 1) > 0, (15a)

νω(2 − a1 − a2 − νω(1− a1)(1 − a2)) > 0, (15b)

(1 − a1)(1− a2)(2ν
2 − 2ν + 1)ω2 − 2ν(2− a1 − a2)ω + 4 > 0. (15c)

The previous result is actually the generalization of the stability condition
(13) to double phase markets. From conditions (15) we have that, in agreement
with the classical cobweb model, local stability depends on the expectation
weight ω and on the reactivity of the market at the steady state. However, the
periodicity of demand and supply functions makes necessary to deal with two,
possibly different, slopes at each πi∗. Finally, in the present model, stability is
also affected by phase-weight ν. The existence of two phases allows agents to
decide which weights to assign to the errors of each single phase. Phase error
weights in turn introduce a coupling between phases.

Since ai < 0, we have that (15a) is satisfied provided that ν > 1/2. This
means that the assumptions on phase-weights actually coincide with the essen-
tial requirement on ν to have stability. I recall that, from bifurcation theory,
when condition (15b) (respectively (15c)) is violated, the steady state loses
its stability through a Neimark-Sacker (resp. period-doubling) bifurcation (see
[19]). Due to the linear (15b) and quadratic (15c) conditions in both ω and
ν, I can have up to three stability thresholds. However, the actual occurrence
of different kinds of instability and the presence of multiple stability thresholds
depends on the parameter choice and will be clarified in Sections 3.1 and 3.2.

In the remainder of this section I will investigate the role of ω, ν and of a1, a2
on the steady state stability. I remark that ω and ν are connected to the agents’
behavior, as the expectation formation mechanism depends on them, while a1
and a2 take into account all the market characteristics and encompass the effect
of parameters on which demand and supply depend. To describe the possible
dynamical behaviors with respect to a parameter ξ (which will be either ω, ν or
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ξF,2

ξF,2 ξNS
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FD

NSD

M
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ξa ξb

ξF,1

ξ

Figure 1: Possible stability scenarios with respect to a parameter ξ. A solid
(respectively dotted) line is used for stability (respectively instability) intervals.

ai), I introduce several scenarios. To this end, I assume that ξ varies within an
interval I with endpoints ξa and ξb. I describe scenarios for the case of an open
interval (ξa, ξb); the same definitions can be easily adapted to include endpoints,
too. I say that we have

• a flip destabilizing scenario (FD), if there exists ξF ∈ (ξa, ξb) such that
~p∗ is stable for ξ ∈ (ξa, ξF ) and unstable for ξ ∈ (ξF , ξb), and for ξ = ξF
stability is lost through a flip bifurcation;

• a Neimark-Sacker destabilizing scenario (NSD), if there exists ξNS ∈
(ξa, ξb) such that ~p∗ is stable for ξ ∈ (ξa, ξNS) and unstable for ξ ∈
(ξNS , ξb), and for ξ = ξNS stability is lost through a Neimark-Sacker
bifurcation;

• a mixed scenario (M), if there exist ξF,1 < ξF,2, with ξF,i ∈ (ξa, ξb), such
that ~p∗ is stable for ξ ∈ (ξa, ξF,1)∪(ξF,2, ξb) and unstable for ξ ∈ (ξF,1, ξF,2)
and for ξ = ξF,1 (resp. ξ = ξF,2) stability is lost (resp. recovered) through
a period-doubling (resp. halving) bifurcation;

• a mixed-destabilizing scenario (MD), if there exist ξF,1 < ξF,2 < ξNS ,
with ξF,i ∈ (ξa, ξb), ξNS ∈ (ξa, ξb) such that ~p∗ is stable for ξ ∈ (ξa, ξF,1)∪
(ξF,2, ξNS) and unstable for ξ ∈ (ξF,1, ξF,2) ∪ (ξNS , ξb) and for ξ = ξF,1

(resp. ξ = ξF,2) stability is lost (resp. recovered) through a period-
doubling (resp. halving) bifurcation, while for ξ = ξNS stability is lost
trough a Neimark-Sacker bifurcation;

• an unconditionally stable scenario (US), if ~p∗ is stable for any ξ ∈ (ξa, ξb).

The previous scenarios are graphically illustrated in Figure 1. In the following
subsections I study stability with respect to each parameter ω, ν and ai. The
aim is to show the occurrence of the possible stability scenarios.
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3.1 Stability with respect to expectation weight

Making ω explicit in (15a) and (15b), one obtains stability intervals with respect
to expectation weight, which are affected by the relative slopes ai and by the
phase-weight ν. To this end, let us introduce

ωF,1 =
2− a1 − a2

(1 − a1)(1− a2)

ν

2ν2 − 2ν + 1
−

√
∆ω

(1 − a1)(1− a2)(2ν2 − 2ν + 1)
,

ωF,2 =
2− a1 − a2

(1 − a1)(1− a2)

ν

2ν2 − 2ν + 1
+

√
∆ω

(1 − a1)(1− a2)(2ν2 − 2ν + 1)
,

provided that

∆ω = ν2(a1 + a2 − 2)2 − 4(2ν2 − 2ν + 1)(1− a1)(1 − a2) (16)

is non-negative, and

ωNS =
2− a1 − a2

(1− a1)(1− a2)

1

ν
.

I notice that ωF,i are the roots of the l.h.s. of (15c) and ωNS is the root of the
l.h.s. of (15b). Depending on the reciprocal positions of ωF,1, ωF,2 and ωNS we
can have different stability scenarios.

The study of steady state stability in the uncoupled model is trivial, as it
is a straightforward consequence of the stability condition (13) for the classical
cobweb model. In Proposition 3 I briefly summarize the possible stability sce-
narios for ν = 1, both when the relative slopes at the steady state are identical
(a1 = a2) and different (|a1| > |a2|). The proof is omitted, since it can be easily
inferred from (13).

Proposition 3. Let ν = 1. Then

(I) if maxi=1,2 |ai| < 1, both pi,∗ are stable for any ω ∈ (0, 1];

(II) if |a1| = |a2| > 1, both pi,∗ are stable for ω < ω̄1 = ω̄2 and unstable for

ω > ω̄1 = ω̄2.

(III) if |a1| > 1 > |a2|, both pi,∗ are stable for ω < ω̄1, while for ω > ω̄1 we

have that p2,∗ is unstable and p1,∗ is stable;

(IV) if |a1| > |a2| > 1, both pi,∗ are stable for ω < ω̄1, for ω̄1 < ω < ω̄2 we

have that p2,∗ is unstable and p1,∗ is stable, while for ω > ω̄2 both pi,∗ are

unstable.

In all the previous cases, each πi∗ loses stability through a flip bifurcation.

In the uncoupled model, each component of the steady state equilibrium
loses stability for the same value of ω only if |a1| = |a2| > 1. Just in this
particular situation or when the relative slopes |ai| are both suitably small (in
which case both pi,∗ are stable for any ω ∈ (0, 1], whether a1 = a2 or not),
we have that for any given expectation weight, both phases locally exhibit the
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same qualitative dynamic behavior, namely they are either both stable or both
unstable. Conversely, if relative slopes are different at each pi,∗ and |a1| > 1,
we have that for some values of ω only one πi,∗ is stable.

The main, clear effect of introducing a cyclicity in the demand and supply
functions is then to induce, in general, possible asynchrony between the dy-
namical behavior of the phases, in the sense that, for the same value of the
expectation weight, we can have that πi,∗ is stable but πj,∗, i 6= j is unstable.
Now I study what happens when ν < 1. I underline that, due to the strongly
coupled nature of the dynamical system (8), the above asynchrony is immedi-
ately destroyed by a whatever weak coupling (ν . 1). The dynamics of both
components of ~π become synchronous, in the sense that πi,∗ must be either both
stable or both unstable. This means that an unconditionally stable phase in the
uncoupled model may inherit instability from the other phase. I can say that,
even if the coupling does not give rise to a new instability, which is already
present in the uncoupled system because of the unstable phase, it allows for
spreading it among phases so that it actually has an initial destabilizing effect.

The stability with respect to ω can be summarized in the following proposi-
tion.

Proposition 4. The only possible stability scenarios with respect to ω are the

unconditionally stable, flip destabilizing, Neimark-Sacker destabilizing, mixed

and mixed-destabilizing scenarios.

The first significant finding in Proposition 4 is that stability can be poten-
tially lost trough both a flip and a Neimark-Sacker bifurcation. Moreover, in
all situations, steady state is stable provided that ω is suitably small. When
the steady state loses stability through a period-doubling bifurcation, a return
to stability can occur (mixed scenario) while when stability is lost through a
Neimark-Sacker bifurcation, the dynamics stay unstable for any larger expec-
tation weight. Proposition 4 shows that the dynamic behavior of the coupled
phases can significantly differ from that of the classical cobweb model. Firstly,
instability can occur through a completely different kind of bifurcation, the
Neimark-Sacker one. Moreover, when all thresholds ωF,1, ωF,2 and ωNS belong
to (0, 1) we have a mixed-destabilizing scenario, which again does not occur
in the classical cobweb model. In this situation both stability and instability
regions are unconnected and after the return to stability, we can have another
subsequent stability loss through a different kind of bifurcation.

I try to summarize the consequences of Proposition 4. The main aspect
I want to stress is that the introduction of cyclicity of demand and supply
functions, even in the simplest framework of a double phase market, produces a
very high level of complexity and ambiguity that cannot be found in the classical
cobweb framework.

The first element of complexity is represented by the different dynamical be-
haviors arising when the steady state loses its stability. As previously recalled,
in the classical single phase cobweb model (as well as in the uncoupled double
phase one), destabilization can only occur through a flip bifurcation. Conversely,
in a double phase market, prices can also exhibit quasi periodic-dynamics when
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a Neimark-Sacker bifurcation arises. For the occurrence of such behavior, the
role of demand/supply functions cyclicity and of the particular double phase
expectation mechanism can not be completely disentangled. In fact, prelimi-
nary numerical investigations show that a sufficiently strong coupling together
with a suitably large relative elasticity at both πi,∗ are necessary. The result-
ing quasi-periodic dynamics are very different from those of a period-doubling
destabilization, and provide more intricate and realistic price dynamics as soon
as stability is lost. Moreover, in classical cobweb with adaptive expectations,
increasing ω has an unambiguous destabilizing effect and destabilization occurs
through a flip bifurcation.

The next element of complexity induced by a double phase market is rep-
resented by the presence of multiple stability/instability thresholds, as in the
mixed scenarios. This means that stability and instability regions become un-
connected, and this has severe consequences on the role of the expectation
weight. The most significant effect is that increasing ω can allow for recov-
ering stability. This is a completely different behavior from the unambiguous
destabilizing role of ω in the classical cobweb model. As shown for example in
[6], increasing ω can only provide a qualitative simplification of the dynamics,
which however remain unstable. Conversely, in a double phase cobweb model
we have situations in which increasing ω makes the steady state passing from
complex, chaotic dynamics to stable convergent ones, which, as in the mixed
scenario, can then remain stable for any larger values of expectation weight, up
to ω = 1. Moreover, in the mixed-destabilizing scenario, instability can emerge
through both a period-doubling and a Neimark-Sacker bifurcations for different
values of ω. This means that, for the very same double phase market configura-
tion (namely, for given relative slopes ai) and with the same degree of coupling
among the phases (namely, for the same phase-weight ν), different expecta-
tion weights can give rise to either periodic and even chaotic or quasi-periodic
dynamics.

The only aspect shared with classical cobweb is that there always exists a
sufficiently small positive ω̃ so that the steady state is stable for any ω ∈ (0, ω̃).

3.2 Stability with respect to phase weight

Stability with respect to phase weight can be studied by making ν explicit in
(15). Also in this case, we find three stability thresholds, obtained by solving
(15c)

νF,1 =
1

2
− (a1 + a2 − 2)

2(a1 − 1)(a2 − 1)ω
−

√
∆ν

2(a1 − 1)(a2 − 1)ω

νF,2 =
1

2
− (a1 + a2 − 2)

2(a1 − 1)(a2 − 1)ω
+

√
∆ν

2(a1 − 1)(a2 − 1)ω
,

provided that

∆ν =− (a1 − 1)(a2 − 1)2ω2 − 2(a1 − 1)(a2 − 1)(a1 + a2 − 2)ω

− 8(a1 − 1)(a2 − 1) + (a1 + a2 − 2)2
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is non-negative, and by solving (15b)

νNS = − (a1 + a2 − 2)

(a1 − 1)(a2 − 1)

1

ω
.

I notice that νF,1 < νF,2 are the roots of the l.h.s. of (15c) and νNS is the root
of the l.h.s. of (15b). The possible stability scenarios are briefly summarized in
the following proposition.

Proposition 5. The only possible stability scenarios with respect to ν are the

unconditionally stable, flip destabilizing, Neimark-Sacker destabilizing and un-

conditionally unstable scenarios.

Proposition 5 shows that the role of ν is in general destabilizing. Except
for the unconditionally stable and unstable scenarios, increasing ν has the sole
effect of introducing instability in the dynamics, which can potentially occur by
either flip or Neimark-Sacker bifurcations. On the other hand, mixed scenarios
are not possible with respect to the phase-weight.

Even if the role of ν is then much less ambiguous than that of ω, I notice that
it can be affected by the other parameters in an ambiguous way. Firstly, the
double possible route toward instability is straightforwardly determined by the
joint effect of ω and ai. Finally, I stress that not for any parameter configurations
is possible to stabilize dynamics by letting ν → 1/2, namely by considering an
(approximatively) uniform average of the in-phase and out-of-phase forecasting
errors, as the occurrence of unconditionally unstable scenarios shows.

3.3 Stability with respect to relative slopes

Concerning ai, as in the classical cobweb theorem, in a double phase model
steady state stability depends on the relative slopes of supply and demand
functions. In the present case, stability is indeed affected in a more complicated
way by two, generally different, relative slopes. To this end, I notice that we
can rephrase (13) into

−1 <
ω

2

(

S′(p∗)

D′(p∗)
− 1

)

, (17)

in which the right hand side corresponds to the slope at the steady state of
the evolution function obtained in the classical cobweb model with adaptive
expectations. I then rewrite stability conditions (15a) and (15b) by introducing
constants k1 and k2, defined by

ki =
ω

2
(ai − 1), i ∈ {1, 2}.

We obtain system

{

(k1 + k2) + 2νk1k2 < 0,

k1k2(2ν
2 − 2ν + 1) + ν(k1 + k2) + 1 > 0,
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Figure 2: Stability regions (in yellow) with respect to ki for different values of
ν. The stability region becomes larger as ν decreases.

which can not be explicitly solved with respect to ki but which can be easily
investigated graphically. I report in Figure 2 the plots of three stability regions
in (k1, k2)-plane for different values of ν . As we can see, the stability region
becomes larger as ν decreases, in agreement with the previous results about ν.
More surprisingly, I notice that we can have situations in which decreasing the
value of k1 while keeping fixed k2 (and vice versa) dampens stability. As an
example, if we take k2 = 2, we have that ~p∗ is stable for k1 ≈ 1 but not for
smaller values.

4 Conclusions

In this paper, a cobweb model for a double phase market was introduced and
studied. This required a new approach, especially for the expectation forma-
tion mechanism, as the classical cobweb model is not sufficient to describe such
class of markets. The result was a non-autonomous difference equation with a
steady cycle of period 2. Stability of the corresponding vector steady state for
an associated two-dimensional autonomous system is analyzed, showing that
it can potentially exhibit completely different dynamics from the classical cob-
web model under adaptive expectations. Firstly, expectation weight can have a
much more ambiguous role, as decreasing it can make stable dynamics become
unstable. Instability can now give rise to more realistic quasi-periodic dynamics,
through a Neimark-Sacker bifurcation. Moreover, the presence of up to three
stability thresholds allows for the occurrence of both kinds of instability for dif-
ferent values of ω, while keeping unchanged the economic context. The role of
phase weight conversely seems less ambiguous, as ν has a general destabilizing
role. This means that coupling the dynamics of each market phase has a stabi-
lizing effect. Finally, the role of relative slopes at the equilibrium is ambiguous,
too, as it is no more true that less steep relative slopes mean more stable dynam-
ics. The proposed approach can be applied to general situations, in which the
considered market is characterized by M > 2 phases. Moreover, in this paper
stability investigation, studied with respect to each parameter ω, ν and ai on
its own, aimed to show the possible occurrence of new scenarios. Preliminary
numerical simulations show that each predicted scenario can actually occur. It
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would be desirable to deepen the analysis, to understand the reciprocal effects
of the considered parameters, as well as the specific conditions under which
each scenario actually occurs. Finally, it would be interesting to investigate the
capabilities of the proposed approach to describe peculiar dynamical aspects of
a real world situation.

Appendix

Proof of Proposition 1. Firstly, I prove that ~p∗ = Φ2(Φ1(~p
∗)). Recalling that ~p∗

satisfies (6), we have Φ2(Φ1(~p
∗)) = Φ2(p

2,∗, p1,∗) = (p1,∗, p2,∗), which allows con-
cluding the first part of the proof. Now we need to show that if p = Φ2(Φ1(p)),
then p = ~p∗. To this end, let us suppose that

Φ1(p
1, p2) :

{

ρ1 = p2 + ω(1− ν)δ1,

ρ2 = p1 + ωνδ1,
(18)

and

Φ2(ρ
1, ρ2) :

{

p1 = ρ2 + ω(1− ν)δ2,

p2 = ρ1 + ωνδ2,
(19)

where I set

δ1 = D−1
1

(

S(p1)
)

− p1,

δ2 = D−1
2

(

S(ρ1)
)

− ρ1.

Combining (18) and (19) we obtain

(1 − ν)δ1 + νδ2 = 0,

νδ1 + (1− ν)δ2 = 0,

which is an homogeneous square linear system, whose coefficient matrix A =
(1 − ν, ν; ν, 1 − ν) has det(A) 6= 0, since ν 6= 1/2. This means that its unique
solution is (δ1, δ2) = (0, 0). Recalling (6), from δ1 = 0 we have that p1 = p1,∗,
while from δ2 = 0 we have that ρ1 = p2,∗. Inserting ρ1 = p2,∗ into the first
equation in (18) and using δ1 = 0 we obtain p2 = p2,∗, which concludes the
proof.

Proof of Proposition 2. Let JT (~π) be the Jacobian matrix of map T defined
by (8) and let J∗

T = JT (~p
∗). Recalling that ~p∗ is locally asymptotically stable

provided that the eigenvalues λi of J
∗

T satisfy |λi| < 1, I start noticing that

JT (~π) = JΦ2
(Φ1(~π))JΦ1

(~π),

where JΦi
(~π) is the Jacobian matrix of function Φi. If ~π = (π1, π2), we have

JΦi
(~π) =

(

ων2((D
−1

i )′(S(π1))S′(π1)− 1) 1
1 + ων1((D

−1

i )′(S(π1))S′(π1)− 1) 0

)
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Since Φ1(π
1,∗, π2,∗) = (π2,∗, π1,∗), noticing that (D−1

i )′(S(πi,∗)) = 1/D′(πi,∗),
we have

JΦ1
(π1,∗, π2,∗) =

(

ων2(a1 − 1) 1
1 + ων1(a1 − 1) 0

)

,

JΦ2
(Φ1(π

1,∗, π2,∗)) =

(

ων2(a2 − 1) 1
1 + ων1(a2 − 1) 0

)

from which we obtain

J∗ =

(

νω(a1 − 1) + ω2(a1 − 1)(a2 − 1)(ν − 1)2 + 1 −ω(a2 − 1)(ν − 1)
−ω(a1 − 1)(ν − 1)(a2νω − νω + 1) νω(a2 − 1) + 1

)

where I used (14). Since |λi| < 1 provided that







1− Tr(J∗) + det(J∗) > 0,
1− det(J∗) > 0,
1 + Tr(J∗) + det(J∗) > 0,

(20)

from
Tr(J∗) = νω(a1 + a2 − 2) + ω2(a1 − 1)(a2 − 1)(ν − 1)2 + 2

and
det(J∗) = (νω(a1 − 1) + 1)(νω(a2 − 1) + 1)

System (20) becomes















ω2(2ν − 1)(1− a1)(1 − a2) > 0
1− ((a1 − 1)νω + 1)((a2 − 1)νω + 1) > 0
((a1 − 1)νω + 1)((a2 − 1)νω + 1)
+νω(a1 − 1) + νω(a2 − 1) + ω2(a1 − 1)(a2 − 1)(ν − 1)2 + 3 > 0

which easily provides (15).

Lemma 1. Let ν > 1/2. Then

• 2ν2 − 2ν + 1 > 0;

• ωNS > 0;

• if ∆ω > 0, then 0 < ωF,1 < ωF,2 and ωF,1 < wNS .

Proof. The first two statements are trivial. If ∆ω > 0, since the coefficient of
ω2 in (15c) is positive, we have ωF,1 < ωF,2. Moreover, we can rewrite ωF,1 > 0
into the equivalent form

−(a1 + a2 − 2)ν >
√

∆ω,

which, if ∆ω > 0 and since both sides are positive, becomes

4(a1 − 1)(a2 − 1)(2ν2 − 2ν + 1) > 0,
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which is fulfilled. To prove the last inequality it is sufficient to notice that
ωF,1 < wNS can be equivalently rewritten as

(a1 + a2 − 2)

(a1 − 1)(a2 − 1)

(

(1 − ν)2

2ν2 − 2ν + 1

)

<
ν
√
∆ω

(a1 − 1)(a2 − 1)(2ν2 − 2ν + 1)
,

which is indeed true since its l.h.s. is non positive and its r.h.s. is strictly
positive.

Proof of Proposition 4. Firstly, I notice that, since the coefficient of ω2 is pos-
itive (see Lemma 1), the second condition of (3) is solved by w ∈ (0, ωF,1) ∪
(ωF,2, 1] when ∆ω ≥ 0, while it is always true when ∆ω < 0.

The unconditionally stable scenario is realized if ∆ω < 0 and ωNS > 1 or if
∆ω ≥ 0 and ωF,1 > 1, as in this case Lemma 1 guarantees that both ωF,2 and
ωNS belong to (1,+∞).

The Neimark-Sacker destabilizing scenario arises when ∆ω < 0 and ωNS < 1.
I notice that no other scenarios are possible when ∆ω < 0.

The remaining scenarios require ∆ > 0. If ωF1
< 1 < ωF,2, since from Lemma

1 we have ωF1
< ωNS, or if ωNS < ωF,2 < 1, we obtain the flip destabilizing

scenario. Finally, if ωF,2 < 1 < ωNS we have the mixed scenario, while if
ωF,2 < ωNS < 1 we have the mixed destabilizing scenario.

If we set a1 = a2, we have that (16) reduces to

4ν2(1− a1)
2 − 4(2ν2 − 2ν + 1)(1− a1)

2 = 4(1− a1)
2(1− ν)2,

which is positive for ν < 1. Then, condition (15c) is always satisfied and the
possible scenarios are determined by condition (15b), which allows concluding.

Lemma 2. Let ω ∈ (0, 1]. Then

• if ∆ν>0, then νF,1 < νF,2;

• if ∆ν>0 and νF,2 < 1, then νN ≤ νF,2.

Proof. The former statement is straightforward. To prove the latter, we notice
that if we impose νF,1 < νN we easily come to (a1 − 1)(a2 − 1)ω + (a1 + a2 −
2)+

√
∆ν < 0, which necessarily requires (a1 − 1)(a2 − 1)ω+ (a1 + a2 − 2) < 0.

However, νN < 1 requires (a1 − 1)(a2 − 1)ω + (a1 + a2 − 2) > 0, which is
impossible. This excludes νF,1 < νN < 1. Similarly, if we impose νF,2 < 1 we
obtain

√
∆ν < (a1 − 1)(a2 − 1)ω + (a1 + a2 − 2), which necessarily requires

(a1 − 1)(a2 − 1)ω + (a1 + a2 − 2) > 0. However, νN > 1 requires (a1 − 1)(a2 −
1)ω + (a1 + a2 − 2) < 0, which is impossible. This concludes the proof.

From the previous lemma we have that, since neither 1/2 < νF,1 < νF,2 <
νN < 1 nor νF,1 < νF,2 < 1 < νN are possible, no mixed/mixed destabilizing
scenarios can occur with respect to ν.
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Proof of Proposition 5. The unconditionally stable scenario occurs when νNS ≥
1 and either ∆ν < 0 or ∆ν ≥ 0 and νF,1 ≥ 1. Conversely, the equilibrium is
unstable for any ν when either ∆ν < 0 and νNS ≤ 1/2 or ∆ν ≥ 0 and νF,1 ≤ 1/2.
The flip destabilizing scenario requires νF,1 ∈ (1/2, 1) and νNS > νF,1, while
the Neimark-Sacker destabilizing scenario arises when νNS ∈ (1/2, 1) and either
∆ν < 0 or ∆ν ≥ 0 and νNS < νF,1.
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